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Abstract: Question generation is a conditioned language generation task that consists in generating a context-aware question 

given a context and the targeted answer. Train language modelling with a mere likelihood maximization has been widely used 

while suffering from exposure bias and the discordance between the training and the test metrics. In the way of addressing this 

issue, The presented work portrays a fully Transformer-based reinforcement learning generator-evaluation architecture for 

neural question generation. To edge the flexibility of the generation, a semantic-based reward score was externally infused 

during the training to drive the training of the language model. The global architecture is laid out in a generator-evaluator 

fashion optimized directly to n-gram and semantic-based metrics. Evaluation metrics for language modelling only based on n-

gram overlapping do not consider semantic relations between reference and candidate sequences. To improve the evaluation 

step, a two-fold evaluation was carried out. On the one side, an n-gram overlapping evaluation using the BLEU score. On the 

other side, a semantic-based assessment using BERTScore and NUBIA. The results were corroborated by a binary human 

evaluation of the semantic relatedness of the generated question and the ground truth. The results obtained showed that use a 

semantic-based REINFORCE algorithm for the question generation syntactically reshapes the generated questions while 

preserving their underlying semantic meaning. Many downstream applications can be drawn from a successful question 

generation including the enlargement of question answering datasets, the improvement of conversational systems, the 

enhancement of autonomous educational assessment systems, and so forth. 
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1. Introduction 

Transformer architecture [1] has broken new ground in 

Natural Language Processing. Nowadays, it is widely used in 

a broad range of tasks including language understanding, 

language generation [2, 3] as well as computer vision [4]. 

The question generation falls into the category of sequence-

to-sequence task, thanks to the ability of Transformer 

architecture with positional encoding to approximate any 

continuous sequence-to-sequence transformations within 

compact support [5]. Question generation is a sensitive task 

because it requires first a good understanding of the context, 

then requires how to establish a relation between the context 

and answer, and finally requires the model the ability to 

generate the questions fluently as a human. Through this 

work, an investigation of the potential of Transformer-based 

models on a question generation task is undertaken, and 

similar results close to the state-of-the-art have been achieved 

while keeping the model smaller. More precisely, the 

architecture holds 220M trainable parameters as opposed to 

the large architecture of Prophenet [21] leading the state-of-

the-art with 330M of trainable parameters. The neural 

networks developed in natural language processing, broadly 

in deep learning, become larger, these large models are 

energy demanding and are not widely accessible to the broad 

community. Investigating the aptness of the relatively small 

architectures to perform at the same stage of the larger 

architecture is noteworthy in the way of keeping the 

computational cost relatively small while pushing the 

boundaries of the state-of-the-art. This work is an extension 

of the work on Reinforcement Learning for question 

generation [6] where the generator was trained through the 

REINFORCE algorithm. In the generator-evaluator 

architecture implemented, the generator is a sequence-to-
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sequence model Google’s T5 [3] and the evaluator is the 

mixture of BLEU score [7] and the cosine similarity of the 

classification token’s learning representation output by the 

Transformer-based model ELECTRA-discriminator [8]. The 

main long-term motivation of this work is the willingness to 

improve the education system by providing an autonomous 

system able to generate questions as humans, which can then 

be used to alleviate the conception of students’ examinations 

and support self-taught students in their studies. 

2. Related Work 

Rule-based methods for question generation follow the 

directives set up by a specific expert. This range of models 

entirely relies on the knowledge of the expert who designs the 

rules of generating questions and the performance is limited by 

the expert’s knowledge. Automatic Factual Question 

Generation from Text was introduced by [9]. Specifically 

focused on generating factual WH-questions, the designed 

system produces questions by successively applying a set of 

manually encoded transformation rules to the statements. 

 Qingyu Zhou et al. [10] introduced an RNN-GRU based 

encoder-decoder architecture that generates answer-aware 

questions. The encoder takes as inputs the context, the 

answer position, and linguistics features including part-of-

speech (POS) and named entity recognition (NER). The 

decoder takes the conditioned learned representation 

produced by the encoder then generates context questions 

whose answers are spanned in the context. 

Experiments on question-answer extraction were 

conducted by Patrick Lewis et al. [11]. They introduced 

Probably Asked Question, a large semi-structured knowledge 

database of about 65M pairs. The QA database was built 

using a question generation model and corpora from 

Wikipedia. To ensure the worthiness of the generated pair, 

they introduced a global filtering algorithm that ranks the 

generated pairs. Such a huge QA database could be useful to 

extend research on question generation and question 

answering tasks. 

Question Generation by Transformers [12] explores the 

potential of the vanilla architecture of Transformer to deal 

with generating questions. Instead of fully encoding the 

context and answer as they appear in the dataset, some 

transformations including the change of the named entities by 

their corresponding NER tags were applied both on the 

context and answer. 

A Reinforcement Learning Based Graph-to-Sequence 

Model was introduced by [6] showed a tailored use of 

reinforcement learning techniques (policy gradient algorithm) 

for language modelling. They introduced a reinforcement 

learning-based graph-to-sequence model for question 

generation, in turn, bringing in a deep alignment technique to 

improve the expressiveness of the encoder. 

3. Model 

Question generation can be identified as sequence 

transduction consisting in transforming the combination of 

the context and answer sequences into question. In the setting, 

the context, the answer, and the question are sequences of 

words respectively identified by {��
�, . . . , ��

�}, {��
	, . . . , �


	 }, 

and {��, . . . , ��}. Here 
,�,  and �  appropriately denoted the 

length of the context, the answer, and the question. Generate 

answer-aware questions consists in generating a question that 

maximizes the probability �(��, . . . , ��|�
�, �	). 

Previous related work focused on generating questions 

whose answers are spanned in the context; The extension of 

this limit was realised by simply modifying the structure of 

the model’s inputs such that any answer could be attached to 

a given context rather than only the context spanned sections. 

An exhaustive test of this extension was not carried out in 

this work. The model’s inputs are formed by the 

concatenation of context sequence and answer sequence 

separated by a special token 

[[���], ��
� , . . . , ��

� , [���], ��
	, . . . , �


	 ]].  Transformers are 

universal approximators of sequence to sequence 

transformations, thanks to the positional encoding and self-

attention mechanism, the Transformer encoder will learn the 

positions of the answer, learn how to establish the relation 

with the context through the attention mechanism, and finally 

outputs a better contextual representation of the inputs. The 

input structure is also affordable to generate open-ended 

questions. 

Drawing inspiration from reinforcement learning-based 

graph-to-sequence architecture [6], a fully Transformer-based 

reinforcement learning generator evaluator architecture is 

introduced to tackle question generation problems. Transfer 

learning has become an almost de facto technique in NLP 

like in Computer Vision, thanks to the massive and rich 

content data available on the internet like C4 (Colossal Clean 

Crawled Corpus), large models like GPT, BERT, T5 [13, 2, 3] 

can be trained through unsupervised or self-supervised 

learning with a large amount of unlabeled data. More 

general-purpose pre-training achieves better performance at a 

fine-tuning step on a downstream task like summarization, 

text classification, question answering, and language 

modelling. 

T5 was used as the generator. Training language models 

that merely maximize the likelihood of the output sequence 

suffers from exposure bias and inconsistency in the training 

and evaluation performance measurement. This drawback is 

addressed in this work by using an evaluator that consists of 

the mixture of the metrics used at the validation step while 

optimizing the likelihood of the output sequence, the 

parameters of the models were also optimized according to 

metrics used at the evaluation time. The evaluator takes as 

inputs the generated question and the ground truth then 

outputs a reward score fed into the generator at the training 

time. To ensure the correctness of the generated question the 

mixture of BLEU and ELECTRA-discriminator was used as 

the evaluator, BLEU is used to increase the n-gram overlap 

between the ground truth and the predicted question, whilst 

ELECTRA is used for semantic relation. ELECTRA is a 

Transformer-based model trained with replaced token 

detection, a self-supervised learning task in which the model 
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learns how to distinguish whether or not a token is corrupted 

in the input sequence. ELECTRA converges much faster than 

its predecessor BERT and achieves better performance than 

BERT on downstream tasks, which points to its ability to 

produce a better contextual representation of the input 

sequences. The exploitation of this advantage leads to the 

building of a semantic evaluator. The reward function used in 

the adversarial training is defined as follows: 

��(��, �) 	� ����(��, �)                        (1) 

� (��, �) 	� 	!"#(�
(��), �
(�) )                  (2) 

�̃(��, �) 	� 	%	 & ��(��, �) 	' 	(1 ) %) 	& 	� (��, �)    (3) 

�(��, �) 	� 	
�̃(*�,*)	+	�	,	-

 	,	-
                      (4) 

% is a scalar, �  and ��designed the ground truth and the 

generated question (using greedy decoding) respectively, 

�
(�)  is the classification token’s ([���])  vector 

representation provided by ELECTRA’s encoder, �(��, �) 
refers to the reward score. 

The loss function used to optimize the model is a mixture 

of the basic likelihood of the output sequence and a modified 

likelihood which is called here the reinforcement learning 

loss. The basic component of the loss is merely the log-

likelihood of the output sequence: 

�.	/0(��, �) � 	)∑2 3"4	�(�2|�52)	               (5) 

The added reinforcement learning loss function is defined 

as follows: 

��6(��, �) 	� 	)(1	 ) 	�(��, �)) ∑2 3"4	�(�2|�52)   (6) 

The overall loss function is defined as a linear combination 

of the two-loss function components aforementioned: 

� (��, �) 	� 	7	 & �.	/0(��, �) 	'	(1	 ) 	7) 	& ��6(��, �)	 (7) 

7is a scalar. The reinforcement learning component of the 

overall loss function behaves as a self-critical part. It tends to 

lower the objective function when the generated question is 

semantically close to the ground truth. The use of self-critical 

training for image captioning [14] is fully justified because it 

significantly increases the performance of the test metrics on 

the MSCOCO task. The generation of insightful questions 

remains an open research question; the self-critical training 

paradigm provides one way to address this task. The 

generation of clarification questions was approached by Sudha 

Rao and Hal Daumé III.[15] with GAN-like architecture where 

the generator was a sequence-to-sequence model and 

discriminator a utility function to rank the generated question. 

The higher the rank, the more the answer to the question does 

not lie in the context provided to the generator. 

4. Experiments 

The training and the inference of the developed 

architectures were conducted with the benchmark reading 

comprehension dataset SQUAD v1.1 [22], which consists of 

100,000+ (context, question, answer) triple posed by 

crowdworkers on a set of Wikipedia articles. The data is 

originally split into two parts: the training and the test. The 

test set remained unchanged in the experiments and the 

training set was randomly split into a training and 

development set with the factors 94% and 6% respectively. 

At the training time, the parameters of the evaluator 

remained frozen. The hyper-parameter searching was 

performed on the following hyper-parameters: 

7, %, 389�
:
4	�9;8	(3�), <9;!=	#:>8	(<#) . The ranges used 

for these parameters were: 0.05	 A %, 7	 A 1; 10,C A 3�	 A

10,D; <# ∈ {16,32, 64,128}.  The scaling of the batch size 

was carried out via gradient accumulation technique. The 

best model regarding the loss was obtained with the 

following hyper-parameters: <# � 32,  3�	 � 1.17	 & 10,L, 

% � 0.179, 7 � 0.09. 

 

Figure 1. Model architecture. 

5. Results 

Following the previous works, the n-gram-based metric 

BLEU was used to evaluate the syntactic reconstruction 

ability of the models. Besides the n-gram based metrics, the 

semantic side of the generated questions was assessed with 

the use of semantic-based metrics, namely BERTScore [23], 

NUBIA [24]. The semantic relation and logical agreement 

scores were drawn from NUBIA. The evaluation was 

performed solely on the test set provided in the original 

dataset. Table 1 summarizes the evaluation for the metric 

BLEU and table 2 refers to the evaluation for the metric 

NUBIA. To ensure that the semantic-based adversarial 

training effectively improves the performance of the model 

toward the chosen metric, the following models were 

independently trained (1) N5.	/0  + O�.	/0 (BLEU), (2) 

N5.	/0  + O�.	/0(BLEU + Semantic). 

Table 1. Evaluation on the test set on the BLEU metric. 

Model BLEU Model BLEU 

Transformer [1] 3.09 ASAs2s [18] 16.17 

SeqCopyNet [17] 13.02 G2Ssta+BERT+RL [6] 18.30 

NQ++ [10] 13.29 T5base 21.31 

MPGR+R* [19] 14.71 T5base + RLbase(BLEU + Semantic) 21.52 

AFQA [20] 15.64 T5base + RLbase(BLEU) 22.05 

s2sa-at-mp-gsa [16] 15.82 Prophenet [21] 23.91 
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6. Discussion 

The first fact that could be drawn from the results of table 

2 is the difference of the BLEU score of the two model 

configurations that have been undertaken namely (i) BLEU-

based discriminator and (ii) the blending of BLEU and the 

semantic component to form the discriminator. Indeed the 

configuration (i) got a BLEU score greater than the 

configuration (ii). Tapping into how the discriminators of 

both structures have been made, this first result conveys that 

using the model is effectively trained toward improving the 

performance according to the metric used in the discriminator. 

That is, the BLEU score obtained with the discriminator only 

based on BLEU is greater than the score of the discriminator 

using the mixing of BLEU and the semantic similarity 

checker. 

The second insight is drawn from the analysis of the 

semantic score of the two configurations.  

Albeit the BLEU score of the configuration (ii) is less than 

the BLEU score of the configuration (i), the semantic-based 

scores of the configuration (ii) are commensurable with or 

even better than the semantic-based scores of the 

configuration (i). This reveals a change in the syntactic 

structure of the generated question while the semantic 

relatedness between the ground truth remains unchanged or 

even improved. This second fact corroborates the aforesaid 

hypothesis stating that the model’s parameters are optimized 

toward enhancing the performance regarding the metric used 

in the discriminator component. This observation can be 

justified by the fact that the values of the hyper-parameters, 

namely %, 7, convey that the embedding cosine similarity of 

the representation outputs by the discriminator has a high 

contribution to the reward score and the reinforcement 

learning loss component has a high contribution to the 

overall loss.  

Both architecture developed outperforms the vanilla 

architecture of the T5 base, this authenticates the usefulness 

of the generator-evaluator architecture set to address the 

question generation. In terms of BLEU score. The 

exploration of the large architectures of T5 was not carried 

out in this work. But instead, the potential of relatively small 

architecture to perform on par with the larger ones leading 

the leaderboard. 

In addition to automatic evaluation, a binary human-based 

evaluation of the semantic correlation between the ground 

truth and the prediction was carried out. 500 questions were 

randomly sampled from the initial dataset (SQuAD v1.1) and 

the model used was the T5base + RLbase(BLEU + Semantic) 

configuration. The generated questions were classified in 

different WH-question classes, then for each class, the 

proportion of questions positively ranked by 5 crowdworkers 

was calculated. Based on the results in table 3, it is noted that 

the model hardly generates questions related to explanation 

whilst it has an affordable performance when the questions 

are related to time and date. The aim of this human 

evaluation step is to track the type of questions where the 

model has a good/bad performance to design a specific 

discriminator for each type of question in further work. 

Table 2. Semantic evaluation on the test set. Semantic relation and Logical Agreement drawn from NUBIA. 

Model BLEU BERTScore Semantic Relation Logical Agreement 

T5base + RLbase(BLEU + Semantic) 21.52 52.60 61.51 44.16 

T5base + RLbase(BLEU) 22.05 52.65 61.31 42.52 

Table 3. Human evaluation and semantic evaluation on T5base + RLbase(BLEU + Semantic). 

Type Frequency Human Score BERTScore Semantic Relation Logical Agreement 

What/ Which 44.16% 67.92 50.55 64.80 48.63 

Why/ How 5.83% 57.14 48.83 57.95 28.91 

Where 4.16% 80 46.75 53 13.07 

When 12.49% 100 64.31 74.8 61.88 

Who 19.16% 69.56 59.56 63 45.75 

How many 14.165 76.47 53.95 57.2 29.65 

 

7. Conclusion 

This work presented a fully Transformer-based 

reinforcement learning Generator-Evaluator architecture 

(wherein the generator and the evaluator were off-the-shelf 

Transformer-based models) to address the question 

generation task. Toward improving the flexibility of the 

generated questions, a regularizer has been folded in the loss 

function to optimize the model to a specific metric. The 

results showed that the ablation study using only BLEU as 

the optimization metric outperforms the combination of 

BLEU and semantic-based optimization on the BLEU metric 

meanwhile, the compounding of the BLEU and semantic-

based optimization has a commensurable performance with 

the BLEU optimization on the BLEU score but performs 

better on semantic-based metrics. These results authenticate 

the use of the regularizer to optimize text generation to a 

given evaluation metric. A potential outlook of this work is 

the adaptation of the regularizer to a specific type of question, 

that is, models could be drawn to address specific kinds of 

questions: Remembering, Understanding, Applying, 

Analyzing, Evaluating, and Creating. 
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